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DEFINITION 10.3. Soit V un K-EV de dimension d et = {e1,--- ,eq} une base de V.
La forme alternee definie par

dety = Ag= )  sign(o)e} ;) ® - ® ey
0ceGy

est appellee determinant de V' dans la base A.
La forme dety est l'unique forme multilineaire alternee A verifiant

(10.2.1) Aler, -+ ,eq) = 1.
C’est une base de Alt'Y(V, K) et pour A € At'Y(V, K) on a
(10.2.2) A=Aey, - ,eq)dety.

Si on prend V = K% et B = %2 la base canonique on note simplement Ay = dety. Ainsi si
vi = (%ij)j<d

detg(vy, - ,vq) = Z Sign(o)T15(1) - Tdo(d)-
O'GGd



THEOREME 10.7 (Formules combinatoire pour le determinant). Soient vq,--- ,v4 des vecteurs
et (x;5)j<a leurs coordonnees dans la base A:

d
V; = E a:ijej.
j=1

On a les formules suivantes

d
(10.2.3) detg(vi, - ,vq) = Z sign(a)Hwio(i) = Z Sign(o)Tis(1)-*** Tdo(d)-
i=1

oceSy ceGy

d
(10.2.4) detg(vy, -+ ,vq) = Z sign(o) on.(j)j = Z Sign(o)Te(1)1-*** To(d)d-
j=1

ceESy ceS,y
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DEFINITION 10.4. Le determinant de ¢, detyp € K est le scalaire verifiant pour tout A €
AL (V; K)

(10.2.5) ©*(A) = det(p)A.
En particulier det(p) ne depend pas du choix d’une base de V' et pour toute base 8 C V on a
" (dety) = det(p)det .



THEOREME 10.8 (Proprietes fonctionelles du determinant). Soit ¢ : V +— V un endomorphisme.
L’application det : End(V') — K a les proprietes suivantes

(1) Homogeneite: soit A\ € K alors
det(X.p) = X%, det ().
(2) Multiplicativite: on a
det(v) o ) = det(y)) det(p) = det(yp) det(yp) = det(p o V).
(8) Critere d’inversibilite: on a
det(p) # 0 <= ¢ € GL(V).
(4) Invariance par conjugaison: pour tout ¢ € End(V) et ¢p € GL(V) on a
det(Ad(1)(p)) = det(pyp™") = det(yp).
(5) Morphisme: L’application
det : GL(V) — K*

est un morphisme de groupes. En particulier det(Idy ) = 1.

DEFINITION 10.5. Le noyau du morphisme det : GL(V) — K* est appelle ”groupe special
lineaire de V7 et on le note

SL(V) = kerdet = {p € GL(V), detp = 1}.

C’est un sous-groupe distingue de GL(V') (car ¢’est un noyau).
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DEFINITION 10.6. Soit M € My(K) une matrice carree de coefficients M = (m;j)ij<a- Le
determinant det(M) de M est (de maniere equivalente):

(1) Le scalaire
det M = det(pnr)

ou onr - K4 — K@ est Uapplication lineaire sur K¢ dont la matrice dans la base canonique
\ m‘cltt.;go (gp]\‘]) = M.

(2) Le determinant —relatif a la base canonique 95’%011 de l’espace vectoriel Coly(K) des vecteurs
colonnes de hauteur d— de l’ensemble des vecteurs colonnes de e la matrice M :

det(M) = detgo (Coly(M),---,Colg(M))

(3) Le determinant — relatif a la base canonique C@Eiwd de lespace wvectoriel Lig,(K) des
(=]
vecteurs lignes de longueur d— des vecteurs lignes de la matrice M dans [’espace des vecteurs

lignes Lig, (K):
det(M) = detizp_ (Ligy (M), -~ Ligy(M))
igyg
(4) La somme
(10.2.4) det(M) = Z Sign(o)me1y1- - Meo(d)d-

ceSy

(5) La somme
(10.2.5) det(M) = Z sign(o)mis(1)- ** * -Mdo(d)-

ceESy
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Qg,grev J& Saﬁ-u,_s

det(M) = my1maoomas — MiaMo1M33 — M13MooM3g1 — M11Mo3M31 + M12Mo3M31 + M13Ma1M32.

det(M) = mi1maoamsas + miamazmay + M13Ma1 M3z — M12Ma1M33 — M13M22M31 — M11M23M31.




THEOREME 10.9 (Proprietes fonctionelles du determinant des matrices). Le determinant d’une
matrice a les proprietes suivantes

(1) Homogeneite: soit A € K alors
det(X\.M) = A% det(M).

(2) Invariance par transposition:

det(M) = det(*M).
(3) Multiplicativite: on a

det(M.N) = det(M) det(IN) = det(N) det(M) = det(N.M).
(4) Critere d’inversibilite: on a
det(M) # 0 <= M € GLq4(K).
(5) Invariance par conjugaison: pour C' € GLg(K)
det(Ad(C)M) = det(CMC ™) = det(M).

(6) Morphisme: L’application

det : GL4(K) — K*

est un morphisme de groupes. En particulier det(Idg) = 1.



COROLLAIRE 10.2. Soient M et N deux matrices semblables (ie. conjugues): il existe P €
GL4(K) tel que
N =PM.P "
Alors
det(M) = det (V).

Le determinant ne depend que de la classe de conjugaison (d’une matrice ou d’un endomorphisme).

COROLLAIRE 10.3. (Invariance du determinant par dualite) Soit ¢ € End(V) et ¢* € End(V*)
Uapplication lineaire duale. On

det ¢* = det .
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THEOREME 10.10 (Determinant des matrices par blocs). Supposons que la matrice M € My(K)
s’ecrive sous forme triangulaire superieure par blocs:

M = (]\él A’; ) , My € My, (K), My € My,(K), di+ds=d
2

det(M) = det(M;) det(Ms)
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COROLLAIRE 10.4. soit k > 2 un entier, st M est une matrice triangulaire superieure a k blocs

M1 * *
M=|g¢o . 4 | MieMy(K), i<k, di+--+dy=d
0 0 M

on a

det M = det(My). -+ .det(My).

En particulier, si M est triangulaire superieure (k = d) —par exemple diagonale—

/\1 *
0 /\2 X *
M = ,
0 *
0 Ad

on a



THEOREME 10.11. Supposons que la matrice M € My(K) s’ecrive sous forme triangulaire in-
ferieure par blocs:

M = <Z\fl ]\32) , M, € Mdl(K), My € Md,Q(K), dy +ds = d.
alors

det(M) = det(M;) det(Ms).
Soit k > 2 un entier, si M est une matrice triangulaire inferieure a k blocs

M, O 0
M=\| 4, . o | MieMy(K), i<k, di+ - +dp=d
x My

on a
det M = det(My).--- . det(My).
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LEMME 10.3. Sotent T;;, D; x,CL;j;, les matrices associees aux transformations elementaires
sur les lignes d’une matrice. On a

detTij — ey | (éZ () 75])
detDi,)\ il
det Clij,“ = 1, (SZ ? 75 j)
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THEOREME 10.12 (Developpement de Lagrange le long d’une colonne). On a pour tout j < d

d ry
det M = anij(_l)i—” det(M(i[7)). d"]

i=1
THEOREME 10.13 (Developpement de Lagrange le long d’une ligne). On a pour tout i < d

d
det M = " my;(—1)"* det(M(i]5)).
j=1

H(n\d) :J' ea, mad'\/\jc,&, d-1 xdl-I
o‘o\'e,\uu, a ,oozd'{v Ao ” UA ai'wd'

Qa, (—ie,me, VU v}ekd-ie)wb coeuvm,e,.



Ex:

<

d «

o



?mwe, ( FO\N ea_ 4NCE‘POVJM—J
soroml \/// - 4€K eb) \I(A-WLQ
wvw(mJam‘r ax d colownesde N

Vk = mjke,“-l* vnmeﬂ-*,ﬁ moikq






|
Q e
woaaa‘L
/\l
2
O f
( */vx)
V :OQJ(
Z
—90& . (G
i 3)
61/ h)/ /V;))
2
A
/Vm)
q

)
. w2
o K:rj/ :
Vet ("M“'«W
//
.,-5)

V'3
ve\/Ta[
4 () }







FC’\-WNQ% di. L%vm&e e 4 chwe,
Gu V\oi—g_ H| ea mod'\/lqee/ ‘st Ko



H aRM ootV ec&/lmg,e/ e(L‘A%Q;"
Qa, diewu, cJPovnvu,; b O'akeo\,j[ Qm
chmvqu Lhonese o pmﬁv dw dov
A Lang a@z,a&n‘H)/m Mfyﬂﬂl
e, eat 4Mc£fpovw,; co. ijfvaJ\M‘} GL
Skove (-—l)ef daun L somme

N



FOLMVQQ«B GQL CVCUM/U\




DEFINITION 10.9. Pour k,l < d

— le determinant det(M (k|l)) est appele le (k,1) mineur de M.

— le determinant avec signe, (—1)**t det(M (k|1)) est appele le (k,1) cofacteur de M.

— La matrice des cofacteurs de M, est la matrice dont les coefficients sont les cofacteurs de

M:
cof (M) = (mz’j)@écfi, mij = (=1)" det(M(i]7))
J<

THEOREME 10.14 (Formule de Cramer). Soit M € My(K) et cof (M) sa matrice des cofacteurs.

On a
M. cof (M) = *cof (M).M = det(M).Id,.

En particulier si det M # 0, alors M est inversible et son inverse est donnee par

Mt = feof (M).

A=9,
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THEOREME 11.1. Le polynome caracteristique est un polynome unitaire de degree d et si on ecrit
det(XIdg — M) =X+ ag1 X+ +qq

On a
ap = P(0) = (—1)%det M,

ag_1 = —tr(M) = —(mq1 + -+ mgq)

q
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DEFINITION 11.1. Le polynome caracteristique de M est le determinant

d
Pcar,]\[(X> det X Idg A[ Z S1g1 H i 'za(z)) = K[X]

B V)M P&,H(X)zl-l X

;\O

= X0

Me(eb) o) ()X
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ProrosiTIiON 11.1. Sout
P(X)=X%4by_ 1 X 4. 4y € K[X]

un polynome et Mp la matrice compagnion associee au polynome P. Alors son polynome caracter-
istique est egal a P:

Prgraip(X) = det(X.Idg — Mp) = P(X) = X%+ b1 X 4+ + by



THEOREME 11.2 (Proprietes fonctionnelles du polynome caracteristique). Soient M, N des ma-
trices, on a
Pear,iv (X) = Pear,m (X)
et
Pear,uN(X) = Pear nm(X).
Ainsi pour tout k < d
ap(M.N) = ax(N.M)

et en particulier

pruu\e_: PJPCM. {.H (X) = OQLT XﬂJ = tH

" =)

= det( X1y -
= 4t (XIJ 'M) :PEQCu_/H
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THEOREME 11.3 (Invariance par conjugaison). Le polynome caracteristique est un invariant de
la classe de conjugaison de la matrice M : pour toute matrice inversible P € GL4(K), on a

f)ca?",P.]\‘I.P_1 (X) - PCCLT,]\I(X)‘

COROLLAIRE 11.1. Soient (ax(M))o<k<a les coefficients de Pegr pr(X) :
det(X.Idg — M) = X4+ aqg_(M)X¥ 1+ ..+ ag(M)
(on a aq(M)=1).

Ces coefficients sont des invariants de la classe de conjugaison de M.
Autrement dit, pour toute matrice inversible P € GLg(K) et 0 < k < d

ap(M) = ap(P.M.P~1).

PMVL Pﬂ* CM. PN p-1 D() P’)‘P

[)

P“Pﬁ
- PR e 1"

PACMM(X —



PROPOSITION 11.2. Supposons que la matrice M € My(K) s’ecrive sous forme triangulaire
superieure par blocs:

M = M, * , My € My (]\’), My € ]\[(1.,([\’), di +dy=d
0 1\[2 ! -

alors

P('ucr.f\[ (X) — P('(U'.J'\[l (X)P('(I‘I‘.J\[-_g (X)

I_m Y ™ oo o

PV‘UA,V(’,: det XU-M




C}



COROLLAIRE 11.2. soit k > 2 un entier, si M est une matrice triangulaire superieure a k blocs

M1 S *
M = 0 35 ,MiGMdi(K),igk, di+---+dy=d
0 0 M,

on a
Pcar,M(X) — Pcar,Ml (X> e -Pcar,Mk (X)

En particulier, si M est triangulaire superieure (k = d) —par exemple diagonale—

)\1 *

on a
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dim V- d ? V —V

DEFINITION 11.2. Soit ¢ € End(V) une application lineaire, on definit son polynome caracter-
1stique par
Pcm‘,cp(X) Pea ]\1<X)

ou M = maty(yp) est la matrice de @ dans une base quelconque de V.

BW\_'- h-\' h\IM. OQ/QJI’\U Sl B‘c,}wu\g_
1
dw{'vﬂf bwﬂ oQQ«V e/f H am(Lva(?)

b ' Mk
_5 P CM/M,(x) «M%N(X)



DEFINITION 11.3. On definit la trace de ¢ comme etant la trace de M
tr(p) = tr(M) =ma1 + -+ + maa
et cette definition ne depend pas du choix de la base A.

PROPOSITION 11.3. Le polynome caracteristique Peqr ,(X) ne depend que de la classe de con-
Jugaison de ¢ dans End(V'): pour tout ¢ € GL(V)

Pcar,w.go.w_l (X) - PCGT,‘P(X)'
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THEOREME 11.4. Soit P.,,. le polynome caracteristique d’une application lineaire .

7

Les enonces suivants sont equivalents
(1) Le scalaire A € K est racine de Pear,p: Pear.p(A) = 0.
(2) Il existe v € V — {0} tel que p(v) = Av

PV‘QMVQ.: god /\Tal PCM,/ (/\).-:O
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DEFINITION 11.4. Soit A € K, le sous-espace
Voo i=ker(p — Aldy) ={v eV, p) = Av}

est appelle sous-espace propre associe a A. Si Vi, x # {0y} on dit que X est une valeur propre de ¢
et tout vecteur non-nul de Vi,  (ie. verifiant p(v) = A\.v) est appelle vecteur propre de ¢ associe a
la valeur propre \.

L’ensemble des valeurs propres de ¢ est appelle le spectre de ¢ (dans K ) est est note

Spec,,(K).
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PROPOSITION 11.4. L’application ev, est un morphisme de K -algebres:
evp(A.P+ Q) = AP(p) + Q(p) = Aevy(P) +evy(Q)

evy(P.Q) = P(p).Q(p) = evy(P).evy(Q).
Son image ev,(K[X]) est notee

Vo[ B o b I eyl R S (7 O = v |

est une sous-algebre commutative de A engendree comme K-ev par les puissance de @:

IIRT=IG A Bl

eV, Pe K — P(cr) eA

(AP:Q )C?) <A P(?) . Q(Cf)
(PQ)(e) - P{p) QL)
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THE’:ORI\EI\«'IE 11.6 (Cayley-Hamilton). Soit ¢ € End(V) (resp. M € My(K)) alors son polynome
caracteristique Prqr »(X) (Tesp. P ( )) appartient a ker ( esp. kerevys ); en d’autre termes
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DEFINITION 10.9. Soit V- un K-EV de dimension d > 1. Une forme multilineaire
A: (v, yv,) €V = Alvy, -+ yo,) €K
est alternee si pour tout 1 <1i < j < n, et tout (vi, -+ ,0;, -+ ,vp) € V=1 oon a

A:(Ula'“vvi7”' sy Uiy ® o 7vn):O-

Rm



THEOREME 10.15. Soit K un corps (quelconque) et V- un K-EV de dimension d > 1 alors
dim AltD(V; K) =1
et une base de Alt(d)(V; K) est donnee par la forme

det = >  sign(c)esr) ® - ® ey

O'EGd

qui est alternee et non-nulle.
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